
Tool-Augmented Reward Modeling

Reward modeling is instrumental for aligning large language models 
with human preferences, particularly within the context of reinforcement 
learning from human feedback (RLHF). While conventional reward
models (RMs) have exhibited remarkable scalability, they often 
struggle with fundamental functionality such as arithmetic computation, 
code execution, and factual lookup. To summarize, our key contribution 
are encapsulated as follows:

The vanilla reward models (RMs) predict human preferences relying on 
static internal representations stored within their weights, the loss function 
of the vanilla RMs is formulated as:

However, it may inherently impose limitations of LLMs:
mchallenges in accessing real-time information.
ma lack of proficiency in arithmetic computation.
mdifficulties in comprehending low-resource languages.
Thus, we propose Themis,  which consisting of the following pivotal stages:
• Thought: whether it should engage external APIs.
• Action: necessary API calls with the corresponding arguments.
• Observation: results produced by the external APIs.
• Rationale: the induction and reasoning processes.
• Reward:  the final scalar reward score.

Finally, the overall training objective is comprised of the pair-wise ranking 

loss and the auto-regressive language modeling loss:

• We introduce Themis, a framework that harnesses external tools to 
advance the domain of tool-augmented preference modeling.

• We present a novel tool-agumented reward modeling dataset 
(TARA) that includes comprehensive comparison data of human 
preferences and detailed tool invocation processes.

• Our experimental results demonstrate a noteworthy overall 
improvement of 17.7% across eight tasks,  and outperforms Gopher 
280B by 7.3% on TruthfulQA in zero-shot evaluation.

TARA: Tool-Augmented Reward Dataset

Our TARA comprises a total of 13,604 training datasets and 1,469 test 
sets, each consisting of a question, a positive answer, and a negative 
answer. TARA is constructed by leveraging high-quality datasets and 
generating thtool invocation process through multi-agent interactions. 
This process can be subdivided into thefollowing four key steps:
• Step 1: Question-Answer Pairs Collection.We first collect a initial 

reward dataset using open-source datasets and heuristic methods.
• Step 2: ToolBank Construction. The toolbank encompasses basic 

tools, query-based tools, and knowledgeable tools.
• Step 3: Tool-invoked Process Generation by Multi-Agents. 

Negative generation agent, tool agent and rationale agent.
• Step 4: Tool-invoked Instances Generation.

Table. The main results on the Tool-Augmented Reward Dataset (TARA).

Fig. A diagram illustrating the pipeline of our method.
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Introduction Themis: Tool-Augmented Reward Modeling

• Our Themis consistently outperforms vanilla RMs significantly, 
exhibiting an improvement of +19.2% in the single-tool scenario and 
+17.7% in the mixed-tool context across 8 distinct tasks.

• Scaling trends in Themis. There is a positive correlation between the 
scale of the model and its overall performance.

• Ablation: the substantial contributions of both Observation and 
Rationale to Themis, especially in the Multi-Tools category.

• Out-of-domain evaluation. Themis is expected to possess adaptive 
tool invocation capabilities and the ability to score unseen prompts.

• More than RM: Themis can retrieve knowledge with external tools 
and therefore enhance its truthfulness capability

Experiments

Fig. An illustration of data creation pipline for our Tool-Augmented DatAset (TARA).

Table. Results on the HH-RLHF* dataset Table.  Results on TruthfulQA (MC1) and
Retarded-bar datasets

• Automatic Evaluation. PPO optimized 
against Themis achieves lower 
perplexity compared to vanilla RMs.

• Human Preference Evaluation 
(win:tie:lose). Our approach 
demonstrated substantial improvements 
in fact-related question answering and 
arithmetic computation.

Table.  Perplexity evaluation in RLHF.

Fig.  Perplexity evaluation in RLHF.


